
[Patil, 3(10): October, 2014]   ISSN: 2277-9655 
   Scientific Journal Impact Factor: 3.449 

   (ISRA), Impact Factor: 2.114 
   

http: // www.ijesrt.com                 (C)International Journal of Engineering Sciences & Research Technology 

[48] 

 

IJESRT 
INTERNATIONAL JOURNAL OF ENGINEERING SCIENCES & RESEARCH 

TECHNOLOGY 

Video Stabilization Method Based on the Hilbert-Huang Transform 
Kalyani Patil *, Vijay Patil 

* Department Of E&TC, D. N. Patel College of Engg., Shahada, Nandurbar, M.S., India. 

Abstract 
In this paper, DIS technique is demonstrated. DIS is projected to stably eliminate the nonessential shaking 

phenomena in the image sequences captured by cameras without the influence caused by moving object in the image 

or intentional motion. Local Motion Vector estimation method is used Sum Of absolute difference (SAD) technique. 

Local motion vectors (LMV) of an image sequence are calculated. Image sequence of LMV is used for DIS Method, 

which is based on the Hilbert–Huang transform (HHT) is projected. The HHT has been successfully employed in 

applications for disaggregating signals into smaller portions with specific features (e.g., biomedical applications). For 

DIS, local motion vectors of an image sequence are measured, and they are controlled by the HHT in order to express 

both signals. The original signal is divided into a number of waveforms, called intrinsic mode functions (IMFs), using 

the process of empirical mode decomposition. Hilbert transform is useful to each IMF so that the energy content 

could be chosen. The real Signal is divided into a number of waveforms, called intrinsic mode functions (IMFs), 

using the process of empirical mode decomposition.Keywords: 2-6 Keywords are required (10pt Times New 

Roman, Justified). 
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     Introduction 
Digital image sensor, such as handheld 

cameras, mobile phones, and robots, are equipped 

with range of embedded systems which can produce 

image sequences. The produced image sequences 

covers motion caused by two different types of 

movements: the plane camera motion (intentional) 

and the undesirable trembling motion (jitter). The 

image stabilization procedure aims at eliminating 

irregular motion phenomena from image sequences in 

order to realize a compensated sequence that shows 

smooth camera movements. A variety of image 

processing applications needs motion-compensated 

image sequences as inputs. The undesirable 

positional vacillations of the video sequence will spot 

the visual excellence and impede the subsequent 

procedures for several applications. Vehicles 

equipped with vision structures use image 

stabilization to accomplish maximum performance in 

stereo image examination. In addition, unwanted 

motion is eliminated from motion-corrupted 

magnetic resonance images. Image stabilization is 

also integrated in video communication systems with 

compression codecs in order to increase efficiency. 

An image stabilization system was combined in a 

solar optical telescope using image displacements in 

order to abolish the jitter motion from the acquired 

sequence of a satellite. Finally, a video stabilization 

architecture for low-cost embedded systems was 

implemented in, which deals with the filtering of 

translational and rotational undesirable motion. The 

digital image stabilization (DIS) is the procedure of 

eliminating the undesirable motion effects of a 

moving camera to outturn a compensated image 

sequence by using image processing methods. 

Typically, an image stabilization procedure, useful 

after the image acquisition, it is having three main 

phases: firstly global motion estimation, second one 

is jitter motion determination, and the third one 

image warping. Local motion vectors (LMVs) are 

considered within smaller frame regions during the 

process of motion estimation. Essentially, LMVs 

signify the offset of specific image regions between two 

consecutive frames. Thus, LMVs include both the 

intentional and the undesirable motion of the camera.  

Hilbert-Huang transform (HHT) as a signal-processing 

tool that adaptively decomposes non stationary signals 

through the procedure of empirical mode 

decomposition (EMD) into basis purposes called 

intrinsic mode functions (IMFs). The HHT combines 

the EMD and the Hilbert spectral analysis (HSA); the 
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HSA contains the Hilbert trans- form of each IMF 

produced by the EMD procedure. The Hilbert 

transform of each IMF is well behaved, and the 

instantaneous frequency and instantaneous amplitude 

can be determined from the subsequent analytic signal 

that is formed from the IMF and its Hilbert transform. 

Unlike Fourier transform, the HHT can be used to 

show the original signal as a function of energy, time, 

and frequency. Several applications have been 

projected using the HHT including speech analysis, 

health monitoring, electroencephalographic data 

analysis, and seismic feature production. The 

projected video stabilizer deals with vertical or 

horizontal displacements meaning that translational 

motions are corrected. 

HHT method 
Let first, the data are decomposed into a 

finite number of IMF modules as a preprocessing 

stage. Hilbert transform is useful to all resulting IMFs 

in order to build the energy-time distribution. HHT 

having the modes: 1. EMD process 2. Hilbert 

Transform procedure 3. Jitter Motion Vector 

Estimation process. 

EMD PROCESS-  

EMD splits non stationary facts into locally non 

overlapping time-scale modules. EMD Algorithm: 

The sifting procedure is as follows: 1) Recognized 

the local extrema (maxima, minima) of the signal. 2) 

Join the maxima with an interpolation function, 

generating an upper envelope about the signal. 3) 

Join the minima with an interpolation function, 

producing a lower envelope about the signal. 4) 

Estimate the mean of the upper and lower envelopes. 

5) From original signal subtract the local mean. 

Repeat on the residual. 6) The residue is treated as 

the new records and subjected to the same sifting 

procedure (start of outer loop). 

Local extrema are recognized. Local maxima are 

linked by cubic spline to form the upper envelope. 

The exact same method is followed for the local 

minima to build the lower envelope. If the mean of 

the upper and lower envelopes is chosen asm1 and 

the difference between the data x(t) and m1 is the first 

element h1, then 

h1(t)=x(t)−m1(t)                                                                          (1)                                                                                       

m1(t)=[U(t)+L(t)]/2                                                (2) 

Where U(t) and L(t) are the local maxima and the 

local minima, respectively. 

In the second round of sifting, h1 is preserved as the 

data or the first element. Then, a new mean is 

calculated with the same former technique. 
Considering that the new mean is m11, then 

 h11(t)=h1(t)−m11(t).                                                             (3)      

After repeating the sifting method up to k times, h1k 

is categorized as an IMF, meaning 

h1k(t)=h1(k−1)(t)−m1k(t).                                                   (4) 

Let h1k = c1 be the first IMF from the records. c1 

should cover the finest scale or the shortest period 

element of the records. c1(t) is removed from the rest 

of the data so that the residual is calculated 

r1(t)=x(t)−c1(t)                                                      (5) 

where r1 is the residue and it covers facts on longer 

period modules. The aforementioned method is 

repeated in order to gain all the subsequent rw 

functions as follows: 

rw(t)=rw−1(t)−cw(t)                                           (6) 

where w = 2, 3, . . . , n. A pictorial depiction of the 

EMD. The IMF modules must retain adequate 

physical sense of both amplitude and frequency 

modulations which can be attained by controlling the 

value of the sum of the difference calculated from 

two sequential sifting effects as 
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Figure: 

 
Fig -1: Flow for EMD Process 

where T signifies the total number of the samples and 

k signifies the iteration number of the sifting 

procedure. The whole EMD procedure is terminated 

if any of the following standards is satisfied: 

1) when the residue rw is a function with one unique 

extremum; 

2) when the residue rw becomes a monotonic 

function from which no IMF can be extracted. 

Summing (5) and (6) yields the following calculation: 

                                                
(8) 

which designates wholeness, in that the sum of the 

IMFs and the residue improves the original signal. cj 

is the jth IMF, and w is the number of sifted IMFs. rw 

can be interpreted as the overall trend of the original 

signal. 

HILBERT TRANSFORM PROCESS-  

The Hilbert transform of a real-valued function x(t), 

which belongs to Lp, is given by 

                
(9) 

where P represents the Cauchy principal value. The 

function x(t) and its Hilbert transform y(t) form an 

analytic signal z(t) specified by 

                     
(10) 

where α(t) and θ(t) signify the instantaneous 

amplitude and instantaneous phase, respectively. α(t) 

and θ(t) are determined by the following calculations: 

                                       
(11) 

                                         
(12) 

By explanation, the instantaneous frequency can be 

calculated 

as the derivative of the phase function given by 

                                                    
(13) 

From (10) and (13), after Hilbert transformation, each 

IMF can be characterized by 

                          
(14) 

and thus, the original data x(t) can be mended as 

http://www.ijesrt.com/


[Patil, 3(10): October, 2014]   ISSN: 2277-9655 
   Scientific Journal Impact Factor: 3.449 

   (ISRA), Impact Factor: 2.114 
   

http: // www.ijesrt.com                 (C)International Journal of Engineering Sciences & Research Technology 

[51] 

 

                     
(15) 

Equation (14) gives both the amplitude and frequency 

of all element as a function of time, while (15) gives 

a frequency–time distribution of the amplitude, which 

is named the Hilbert spectrum H(ω, t). 

Proposed method 
A. LMV Estimation 

First, a motion estimation technique is useful in order 

to express the LMV of an image sequence. 

Consequently, the estimated LMV is decomposed 

into a finite number of IMFs by applying the EMD 

technique. Each IMF is transformed using Hilbert 

transformation in order to express the energy content 

of every decomposed signal. Depending on the 

estimated energies, the last IMF to be measured as 

jitter is designated. Thus, the summation of all IMFs 

with the lower indices up to the identified IMF from 

the Hilbert transform approximates the undesirable 

jitter motion. Finally, the image arrangement is 

compensated according to the calculated sum in 

direction to construct a stabilized image flow.  

 
Fig -2: DIS method with HHT 

 
LMV estimation procedure since the first stage of the 

proposed technique is in common with the matching 

stage of a conventional DIS algorithm. Block-

matching motion estimation is considered to be the 

most commonly used set of procedures for optical 

flow estimation, such as video coding. The current 

frame ft is first separated into blocks of M × N pixels. 

Thus, the same motion vector is allocated to all pixels 

within the block. This motion vector is valued by 

searching for the best match block in a larger search 

window of (M + 2dmx) × (N + 2dmy) pixels centered 

at the same location in a reference frame ft−Δt, where 

dmx and dmy are the maximum allowed motion 

displacements in the horizontal and vertical 

directions, respectively. The most widely used 

matching criteria for lock-based motion estimation 

are the following: 1) sum of absolute difference 

(SAD); 2) MSE; and 3) matching pixel count. For 

LMV estimation, a specific image region is 

determined from every frame of the image sequence 

in order to identify its motion vector with respect to 

its reference. A square block of size N × N pixels is 

usually measured. The intensity value of the pixel at 

coordinate (n1, n2) in the frame k (current frame) is 

known by s(n1, n2, k) where (0 ≤ n1, n2 ≤ N − 1). 

For the proposed technique, the SAD equivalent 

criteria were used; thus, the SAD value of a candidate 

block of k − 1 frame at a displacement (i, j) in the 

reference frame is known by 

        
(16) 

The displacement vector is defined by 

                       
(17) 

where argmin is a task that results in the position 

where the SAD(i, j) is minimized. 

B. EMD Process for LMVs 

The resulting vertical LMV between the successive 

frames is considered to be a time-varying signal 

signified as x(t). The original signal x(t) is actually a 

combination of the required camera motion and the 

trembled camera movement, known as jitter. By 

applying the EMD procedure to the x(t), a finite 

number of IMFs with specific features will be 

created. A simplified application of the EMD method 

is given hereinafter. The mean envelope is designed 

(2) and subtracted from the initial signal x(t). 

Depending on the resulting signal, the sifting 

procedure is repeatedly implemented until the 

stopping criterion is fulfilled, and thus, the resulting 

signal is signified as an IMF. The EMD procedure is 

terminated when the last signified IMF becomes a 

monotonic function. 

C. Designating the Unwanted Camera Motion 
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The EMD procedure splits the initial LMV signal 

into a number of sub signals with specific features. 

Lower IMF indices indicate higher frequencies. EMD 

process divides the initial signal into a finite number 

of sub signals based on their frequencies, the last 

IMF that includes jitter motion components. The 

power of each IMF is proportional to the amplitude 

of each sample and is given by 

                                                       
(18) 

Where αi represents the calculated amplitude of an 

IMF’s sample, i = 1, . . . , w + 1 denotes the 

corresponding IMF, and variable t represents the time 

step, meaning the number of a frame of the image 

sequence. For i = w + 1, variable αi represents the 

amplitude of the residue of the signal. The IMF with 

the higher index and the lower energy content 

corresponds to the last IMF which includes jitter 

components. Thus, the required threshold is defined 

by 

                                                       
(19) 

where i = 1, . . . , w + 1. Arg min denotes a function 

that results in the position where Pi is minimized. 

The summation of all the IMFs up to the indicated 

threshold d designates the undesirable camera 

motion, and thus, jitter can be calculated by (20). 

                                                   
(20) 

The sum of the remained IMFs as well as the residue 

defines the intentional camera motion, as (21) 

designates. 

                                     
(21) 

where XJ (t) and XG(t) denote the jitter and the 

intentional camera motion, respectively.  

 

Fig -3: LMV signals with upper and lower envelopes 

 

Conclusion 
DIS process based on the HHT has been 

offered. LMV and EMD, which is first block of HHT 

has been offered. By using Image sequences 

accomplish the meaning of two essential motion such 

as horizontal and vertical LMV. EMD effects also 

achieve such as upper and lower envelope, mean and 

first IMF. 

To confirm the effectiveness of the projected DIS 

technique, the experimental outcomes of projected 

system are offered in this article. The horizontal 

displacements and vertical displacements are 

existing; the procedure for horizontal motions is 

accurately the identical. In order to estimate the 

performances of the method, three different image 

sequences are managed. In this paper, three image 

orders are used to discover out IMF and horizontal, 

vertical LMV. The upper and lower envelope are 

produced using the local maxima and local minima of 

initial signal. Experimental results have confirmed 

that the proposed method can successfully 

decompose the two camera motions, and therefore, 

the image sequence can be effectively remunerated 

since the jitter motion has been well-defined. 
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